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Recent observations of two nodeless gaps in superconducting CeCu2Si2 have raised intensive debates
on its exact gap symmetry, while a satisfactory theoretical basis is still lacking. Here we propose a
phenomenological approach to calculate the superconducting gap functions, taking into consideration
both the realistic Fermi surface topology and the intra- and interband quantum critical scatterings. Our
calculations yield a nodeless s�-wave solution in the presence of strong interband pairing interaction, in
good agreement with experiments. This provides a possible basis for understanding the superconducting
gap symmetry of CeCu2Si2 at ambient pressure and indicates the potential importance of multiple Fermi
surfaces and interband pairing interaction in understanding heavy fermion superconductivity.
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Recent experiments on the first heavy fermion super-
conductor CeCu2Si2 [1] have stimulated heated debates on
the exact symmetry of its superconducting gap [2]. The
superconductivity of the so-called S-type CeCu2Si2 has
long been believed to be of nodal d wave with a transition
temperature Tc ≈ 0.6 K at ambient pressure. Earlier nuclear
magnetic resonance (NMR) measurements revealed a
significant drop of the Knight shift below Tc [3], indicating
the spin-singlet nature of its superconducting pairing. At
intermediate temperatures below Tc, both the specific-heat
coefficient C=T and the NMR spin-lattice relaxation rate
1=T1 seem to exhibit power-law temperature dependence:
C=T ∝ T [4,5] and 1=T1 ∝ T3 [6,7], suggesting the pos-
sible existence of line nodes. Neutron-scattering experi-
ments reported a broad spin resonance below Tc [8], which
is a signature of a sign change of the superconducting gap
function on the Fermi surfaces [9]. The upper critical field
was also found to exhibit fourfold oscillation [10]. These
observations have led to the belief that the superconduc-
tivity of CeCu2Si2 at ambient pressure should be of dwave,
which naturally arises if it emerges at the border of spin
density wave antiferromagnetic order [11,12] and is medi-
ated by magnetic quantum critical fluctuations on a single
nested heavy electron Fermi surface [13]. A propagation
vector QAFM ¼ ð0.215; 0.215; 0.53Þ has been observed in
a neutron-scattering experiment [14], in agreement with
renormalized band calculations [15].
This simple scenario has been lately questioned by a

number of refined experiments. The specific-heat coefficient
C=T was measured again down to 60 mK on high-quality

samples, revealing an exponential T dependence at very low
temperatures that could be fitted by two nodeless gaps with
a ratio of about 2.5 [2]. Scanning tunneling microscopy
and spectroscopy measurements down to 20 mK also
showed clear evidence of two gaps [16]. Other measure-
ments including angle-resolved specific heat [17] and
London penetration depth [18,19], as well as thermal
conductivity [20], all pointed to similar conclusions and
led to a variety of different proposals including s�, sþþ, and
“dþ d” wave. Yet the exact gap symmetry remains unde-
cided, and a concrete theoretical basis is still lacking.
Overall, the above refined experiments highlight the

importance of multiple Fermi surfaces. It is therefore
crucial to go beyond the single-band scenario and take
into account realistic band structures of CeCu2Si2. This
was first considered in Ref. [21] by using the density
functional theory ðDFTÞ þU together with the random
phase approximation or second-order perturbation for the
dynamical susceptibility. In the latter case, they could
obtain an s�-wave solution with loop nodes. While their
results revealed the importance of a light hole Fermi surface
in addition to the heavy electron one, the existence of loop
nodes is inconsistent with experiments.
Here we resolve this remaining discrepancy by consid-

ering a phenomenological approach that combines realistic
multiple Fermi surfaces and a quantum critical form of
the magnetic susceptibility [22,23]. With varying strengths
of the inter- and intraband interactions, we are able to
extract the most important factors that govern the appear-
ance of different gap symmetries. By solving the two-band
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Eliashberg equations, we find that a nodeless s�-wave
solution becomes dominant for a strong interband pairing
interaction and the derived gap ratio is consistent with
experimental estimates, while for weak interband interac-
tion, we reproduce the usual dx2−y2-wave gap on the heavy
electron Fermi surface. In between, we find a nodal s-wave
solution which is associated primarily with the hole Fermi
surface. This explains the appearance of either dx2−y2 or
nodal s-wave solutions in previous theories and points
to the critical role of an interband pairing interaction in
determining the superconducting properties of CeCu2Si2.
Since this is usually ignored in previous discussions, our
understanding of superconductivity may need to be revis-
ited for all realistic heavy fermion superconductors with
complex Fermi surfaces and strong interband scattering.
We start with the electronic band structure of CeCu2Si2

and calculate its Fermi surfaces using DFTþ U [24–26].
The f electrons are assumed to be itinerant and participate
in the formation of the so-called “large” Fermi surfaces, in
accordance with the experimental observation that super-
conductivity in CeCu2Si2 emerges near an itinerant spin
density wave quantum critical point [27–29]. The detailed
band structures can be found in Ref. [30]. The resulting
Fermi surfaces are depicted in Fig. 1(a) for U ¼ 5 eV and
contain two major parts: the heavy electron Fermi surface
with a corrugated-cylinder sheet around the X point

(denoted by band 1) and a complex hole Fermi sheet
(denoted by band 2), in agreement with previous calcu-
lations [15,21]. We note that the hole Fermi surface is not
completely light. It is partially hybridized and contains
some portions of dominant f characters. As discussed
above, both parts of the Fermi surfaces are indispensable
for a proper understanding of the superconductivity.
The fact that the two parts do not overlap allows us to

ignore pairing between the two Fermi surfaces, since it
involves a finite total moment. The electron pairs on the
two parts of Fermi surfaces are then connected by intra- and
interband interactions [32,33], as illustrated in Fig. 1(b).
We may write down the Eliashberg equations as [34–37]

Zμðk; iωnÞ ¼ 1þ πT
ωn

X

ν;m

Z

FSν

dk0
k

ð2πÞ3vk0
F

sgnðωmÞ

× Vμνðk − k0; iωn − iωmÞ; ð1Þ

λϕμðk; iωnÞ ¼ −πT
X

ν;m

Z

FSν

dk0
k

ð2πÞ3vk0
F

ϕνðk0; iωmÞ

×
Vμνðk − k0; iωn − iωmÞ

jωmZνðk0; iωmÞj
; ð2Þ

where μ and ν denote band indices, ωn=m is the fermionic
Matsubara frequency, the integral with FSν is over the
Fermi surface of band ν, vk0

F
is the corresponding Fermi

velocity, Zμ is the renormalization function, and ϕμ is the
anomalous self-energy related to the superconducting gap
function: Δμ ¼ ϕμ=Zμ. Vμν ∝ χμν represents the intra-
(μ ¼ ν) or interband (μ ≠ ν) pairing interactions, and χμν

is the dynamical susceptibility due to quantum critical
fluctuations. When solving the above equations, λ can be
viewed as the eigenvalue of the kernel matrix in the right-
hand side of Eq. (2). Each eigensolution represents a
separate pairing channel, and its eigenvector yields the
corresponding gap structure on the Fermi surfaces [38,39].
The leading pairing channel is determined by the largest
eigenvalue λ at a given Tc ≈ 0.6 K.
To proceed, we assume the following quantum critical

form of the pairing interactions [40]:

Vμνðq; iνnÞ ¼
Vμν
0

1þ ξ2ðq −QAFMÞ2 þ jνnj=ωsf
; ð3Þ

where νn is the bosonic Matsubara frequency. Vμν
0 are free

parameters independent of q and νn, which control the
relative strength of the intra- and interband interactions. All
other parameters can be determined from the experiment,
and we have the antiferromagnetic correlation length
ξ ≈ 25 Å and the characteristic energy of spin fluctuations
ωsf ≈ 0.04 meV, which define an effective magnetic Fermi
energy Γsf ¼ ωsfðξ=aÞ2 ≈ 1.5 meV ≫ Tc [8]. The pairing

(a)

(b)

FIG. 1. (a) Fermi velocity distributions on the electron and hole
Fermi surfaces of CeCu2Si2 at ambient pressure from DFTþU
calculations. The heavy electron Fermi surface contains mainly a
corrugated-cylinder sheet near the X point and a small torus. The
hole Fermi surface is complex but also contains some f-orbital
character. (b) Illustration of the intra- and interband scatterings
(arrows) of the Cooper pairs. The wavy lines denote the electron
pairs on the Fermi surfaces.
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forces all peak at QAFM in accordance with both exper-
imental observation [8] and theoretical calculations [21].
We solve the Eliashberg equations by approximating

Δðk;ωnÞ ¼ Δðk; iπTcÞ and using 2048 Matsubara
frequencies and 47 × 47 × 47 k meshes in the whole
Brillouin zone. Figure 2 plots the eigenvalues of three
leading pairing channels as a function of r12 ¼ V12

0 =V22
0

and r11 ¼ V11
0 =V22

0 . The results are qualitatively similar
regardless of the exact value of V22

0 . Among the three
leading solutions, two are s wave and belong to the same
representation of the D4h symmetry group (A1g∶1; k2x þ k2y;
k2z ;…); one belongs to the B1g representation and is of
dx2−y2 wave. There exists an interesting interplay of these
solutions with varying intra- and interband interactions. In
Figs. 2(a) and 2(c), the leading solution always increases
with increasing r12 for fixed r11, indicating that the
superconducting instability is always enhanced by the
interband interaction. In contrast, for fixed r12 ¼ 1.5 and
with increasing r11, as shown in Fig. 2(d), the leading A1g

solution is first suppressed before it is taken over by the B1g

solution. The transitions between different pairing channels
occur in a narrow parameter range which is enlarged in the
inset in Fig. 2(c). While the A1g and B1g solutions belong to
different representations and simply cross each other, the
two A1g solutions belong to the same representation and are
actually mixtures of nodal and nodeless s-wave solutions.
To see this more clearly, we study in detail the gap

structures of the leading solution for fixed r11 ¼ 0.1 as in
Fig. 2(c). Figure 3 plots the gap distributions on the whole

Fermi surfaces. For small r12 ¼ 0.3, the B1g solution in
Fig. 3(a) shows an evident dx2−y2-wave angular dependence
on the azimuthal angle (φ). In particular, it contains line
nodes along the vertical (θ) direction for kx ¼ ky. This is
consistent with previous calculations for a single heavy
electron band with nested Fermi surfaces [13]. Increasing
r12 leads to a phase transition to the A1g solution. For
r12 ¼ 0.6 shown in Fig. 3(b), we obtain an extended swave
with nodal areas on both Fermi surfaces, similar to the
loop-nodal s�-wave solution derived in previous perturba-
tive calculations [21]. With further increasing r12 and
away from the avoided intersection as shown in the inset
in Fig. 2(c), the nodal areas gradually diminish as the nodal
component becomes less important in the leading A1g

solution. As shown in Fig. 3(c) for r12 ¼ 1.0, the gap
functions become almost angle independent but with
opposite signs on the heavy electron and hole Fermi
surfaces, pointing to a nodeless s�-wave symmetry.
Moreover, the gap ratio is in reasonable agreement with
experimental estimates [2,16–18].
Figure 4 summarizes the above results in a global phase

diagram of the superconductivity. We see two major
regions with either dx2−y2 or nodeless s

�-wave symmetry.
In between, there exists a narrow region with a nodal
s-wave solution. Obviously, for small r12 and large r11,
superconducting pairing on the nested heavy electron
Fermi surface dominates and dx2−y2 wave is favored.

(a) (b)

(c) (d)

FIG. 2. Evolution of the eigenvalues λ of three leading solutions
as functions of r11 or r12. Two of the solutions belong to the same
representation (A1g) of theD4h group.Both aremixtures of nodeless
(circle) and nodal (down triangle) s waves. The other solution
belongs to the B1g representation and has a dx2−y2 symmetry. The
inset in (c) highlights the interplay of three solutions.

(a)

(b)

(c)

FIG. 3. Illustration of typical gap structures on the Fermi
surfaces for fixed r11 ¼ 0.1: (a) dx2−y2 at r12 ¼ 0.3; (b) nodal
s at r12 ¼ 0.6; (c) nodeless s� at r12 ¼ 1.0. The color bar
represents the value of the eigenvector gðkÞ normalized by its
maximal value. For azimuthal (φ) dependence, we choose the
kz ¼ 1.64π=c plane, while for polar (θ) dependence, we choose
the diagonal cut (kx ¼ ky) for the heavy electron Fermi surface
(down triangle) and the kx ¼ 0 plane cut for the hole Fermi
surface (circle). The torus is neglected for clarity.
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This is, however, taken over by the nodeless s� wave for
large r12 when the interband interaction becomes strong.
This nodeless structure is not accidental but required by the
strong interband interaction to minimize the total Coulomb
energy [41,42]. The nodal s wave is prominent only for
small r11 and r12, indicating that it is induced primarily
by the hole Fermi surface. We remark that the pairing
interaction between different Fermi surfaces is usually
ignored in simplified considerations of heavy fermion
superconductivity. In comparison with previous theories
[13,21], our results suggest that it could be important in
realistic multiband systems where orbital or valence fluc-
tuations could become important and cause significant
interband pairing interactions between different parts of
the hybridized Fermi surfaces [43]. This might be relevant
in CeCu2Si2 [44–46] and PuCoGa5 [47,48], in contrast to
the case of CeCoIn5 and CeRhIn5 [23,49,50].
Such a difference is largely associated with the special

orbital property of the hole Fermi surface in CeCu2Si2.
Different from the general understanding since early days,
both the electron and hole Fermi surfaces belong to
hybridization bands and contain significant f-orbital char-
acter, thus allowing for strong interband scattering from
the f-orbital interactions when mapped to the band basis.
While calculations based on DFTþU already yield strong
interband scattering, as manifested by the nodal s-wave
solution in Ref. [21] and our phase diagram, more
sophisticated dynamical mean-field theory calculations
have predicted a much weaker nesting effect of the electron
Fermi surface and in the mean time a strong interplay
between the f orbitals governing the electron and hole
Fermi surfaces [51], which further disfavors the d-wave

solution. Combining these may provide key information for
parametrizing the effective intra- and interband interactions
and thus help to derive a better microscopic understanding
of the superconductivity in CeCu2Si2.
Our derived s�-wave solution provides a plausible theo-

retical basis for the observation of two nodeless super-
conducting gaps in CeCu2Si2. The opposite sign on the
heavy electron and hole Fermi surfaces explains the neutron
spin resonance mode below Tc [8]. On the other hand, the
NMR spin-lattice relaxation rate exhibits no clear coherence
peak [6,7], which has often been used to argue against the s�
wave [18]. However, the coherence peak may be suppressed
in the presence of a multiband effect [52]. As a result, s�
wave can actually yield a good fit to the NMR data as
discussed in a recent experimental analysis [53].
An alternative dþ d wave has recently been proposed

following the study of iron-pnictide superconductors
[18,54]. Its gap structures contain simultaneously an intra-
band dx2−y2-wave component and an interband dxy-wave
component. In our calculations, the interband component
involves finite-moment pairing and is insignificant owing
to the lack of Fermi surface overlap. To see this, we
write down the linearized gap equation for the interband
pairing function: Φk ¼ −

P
k0W12

k;k0Φk0(tanhðξþk0=2TÞþ
tanhðξ−k0=2TÞ)=ðξþk0 þ ξ−k0 Þ, in which W12

k;k0 is the corre-
sponding pairing interaction, ξ�k0 ¼ 1

2
jϵk01 þ ϵk02j �

1
2
ðϵk01 − ϵk02Þ, and ϵk0μ is the quasiparticle dispersion.

Our band calculations give a minimal energy difference:
δ ¼ mink0 jϵk01 − ϵk02j ≈ 60 meV, which is much larger
than Tc (0.6 K) and the characteristic magnetic energy
Γsf (1.5 meV) in CeCu2Si2 at ambient pressure. Hence,
the right-hand side (tanhðξþk0=2TÞ þ tanhðξ−k0=2TÞ)=
ðξþk0 þ ξ−k0 Þ ∼ 1=δ near the Fermi surfaces and exhibits no
divergence or Cooper instability as T → 0 [55]. An sþþ
wave has also been proposed based on recent electron
irradiation experiments in which Tc was found to be
suppressed only weakly by Ce defects [20]. Whether or
not this can be reconciled with earlier observations showing
significant Tc suppression by nonmagnetic impurities
remains unclear [56–58]. In our simple model, a nodeless
sþþ wave may also be obtained at large negative r12.
However, this solution is unstable and leads to a negative
renormalization function.
In conclusion, we propose a phenomenological model to

study the superconducting gap symmetry of CeCu2Si2 at
ambient pressure and succeed in obtaining a nodeless s�-
wave solution for a strong interband interaction. Our
predicted gap ratio agrees well with the experiment.
Contrary to prevailing ideas, we find that the s-wave
solution is primarily associated with the hole Fermi surface.
Thus, at high pressures, where only the hole Fermi surface
exists, a nodal s-wave solution is expected for the
second superconducting dome of CeCu2Si2. With reduced
pressure, the electron Fermi surface emerges, causing

FIG. 4. A theoretical phase diagram for the superconductivity
in CeCu2Si2 at ambient pressure. The axes denote the relative
strengths of the intra- and interband interactions. The color bar
represents the ratio between the eigenvalues of the leading A1g
and B1g solutions. The phase diagram is divided into three
regions: dx2−y2 , nodal s, and nodeless s�, illustrated with typical
gap structures from Fig. 3. The solid line marks the transition
between dx2−y2 and nodal s, and the dashed line shows the
crossover from nodal s to nodeless s�.

PHYSICAL REVIEW LETTERS 120, 217001 (2018)

217001-4



significant interband scattering and, consequently, a tran-
sition to the nodeless s�-wave superconductivity. This is a
different picture from the conventional one and provides a
possible basis for solving the current discrepancy between
the theory and experiment. It highlights the potential
importance of multiple Fermi surfaces and strong interband
scattering which may cause rather peculiar and unexpected
behaviors in heavy fermion superconductors.
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